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#### Abstract

By characterizing isomorphism in reciprocal space [i.e. diffraction data sets are isomorphous if they have the same geometry (the same reciprocal-lattice unit cell) and the same symmetry] it is shown that the diffraction data of a native protein and of its heavyatom derivatives, the calculated data of a partial structure and the observed data of its associated complete structure, and the Friedel-pair data of an anomalously scattering crystal structure all belong to the more general class of isomorphous data sets. Their joint probability distributions for two- and threephase structure invariants are shown to be isomorphous: they have the same functional form and differ only in individual atomic scattering factors. General joint probability distributions, which can be used for any isomorphous data pairs, are presented.


## 1. Introduction

Isomorphism is usually defined in direct space as, for example, the 'similarity of crystal shape, unit-cell dimensions, and structure between substances of similar chemical composition' (Glusker \& Trueblood, 1985). For the present work, it is convenient to characterize isomorphism in reciprocal space; i.e. diffraction

[^0]data sets are isomorphous if they have the same geometry (the same reciprocal-lattice unit cell) and the same symmetry. Differences between isomorphous data are thus to be found in the intensities of individual reflections, and therefore in the scattering power of a subset of atoms. This allows us to consider a variety of diffraction data sets as representing cases of isomorphous data sets: for example, the diffraction data of a native protein and of its heavy-atom derivatives, the calculated data of a partial structure and the observed data of its associated complete structure, X-ray and neutron data measured on the same substance, and, finally, the Friedel-pair data of an anomalously scattering crystal structure.

Through the use of the method of joint probability distributions, formulae have been obtained to estimate the value of two- and three-phase structure invariants for the cases of isomorphous replacement (Hauptman, 1982a; Giacovazzo, Cascarano \& Zheng Chao-de, 1988; Srinivasan \& Parthasarathy, 1976), anomalous dispersion (Hauptman, 1982b; Giacovazzo, 1983a) and partial/complete structure (Beurskens, Prick, Doesburg \& Gould, 1979; Srinivasan \& Parthasarathy, 1976; Giacovazzo, $1983 b$; Sim, 1959). ${ }^{\text {r}} 1$ the present paper, it is shown that the joint probability distributions are isomorphous: that is, they have the same functional form and differ only in individual atomic scattering factors. General joint probability distributions, which can be used for any isomorphous data pairs, are presented.

## 2. The probabilistic theory of the two-phase structure invariant $\varphi_{\mathrm{H}}+\psi_{\overline{\mathrm{H}}}$

Let $f_{j \mathbf{H}}$ and $g_{j \mathbf{H}}$ represent atomic scattering factors for a corresponding pair of isomorphous data sets in space group $P 1$ and let us define them in a general way, so as to include the case where they are complex numbers, i.e.

$$
\begin{align*}
f_{j \mathbf{H}} & =\left|f_{j \mathbf{H}}\right| \exp \left(i \delta_{j \mathbf{H}}\right)  \tag{2.1}\\
g_{j \mathbf{H}} & =\left|g_{j \mathbf{H}}\right| \exp \left(i \eta_{j \mathbf{H}}\right) \tag{2.2}
\end{align*}
$$

The normalized structure factors, $E_{\mathbf{H}}$ and $G_{\mathbf{H}}$, are defined by

$$
\begin{align*}
E_{\mathbf{H}} & =\left|E_{\mathbf{H}}\right| \exp i \varphi_{\mathbf{H}} \\
& =\alpha_{\mathbf{H}}^{-1 / 2} \sum_{j=1}^{N} f_{j \mathbf{H}} \exp \left(2 \pi i \mathbf{H} \cdot \mathbf{r}_{j}\right)  \tag{2.3}\\
G_{\overline{\mathbf{H}}} & =\left|G_{\overline{\mathbf{H}}}\right| \exp i \psi_{\overline{\mathbf{H}}} \\
& =\beta_{\mathbf{H}}^{-1 / 2} \sum_{j=1}^{N} g_{j \mathbf{H}} \exp \left(-2 \pi i \mathbf{H} \cdot \mathbf{r}_{j}\right) \tag{2.4}
\end{align*}
$$

where
$N=$ number of atoms in the unit cell,

$$
\begin{align*}
& \alpha_{\mathbf{H}}=\sum_{j=1}^{N} f_{j \mathbf{H}} f_{j \mathbf{H}}^{*}=\sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|^{2},  \tag{2.6}\\
& \beta_{\mathbf{H}}=\sum_{j=1}^{N} g_{j \mathbf{H}} g_{j \mathbf{H}}^{*}=\sum_{j=1}^{N}\left|g_{j \mathbf{H}}\right|^{2} .
\end{align*}
$$

Denote by $P(R, \bar{S} ; \Phi, \bar{\Psi})$ the joint probability distribution of the magnitudes $\left|E_{\mathbf{H}}\right|,\left|G_{\mathbf{H}}\right|$ and the phases $\varphi_{\mathbf{H}}, \psi_{\overline{\mathrm{H}}}$ of the complex normalized structure factors $E_{\mathbf{H}}, G_{\overline{\mathbf{H}}}$. Then, following methods previously described (Karle \& Hauptman, 1958; Hauptman, $1982 a, b$ ) we can write

$$
\begin{align*}
P(R, \bar{S} ; \Phi, \bar{\Psi})= & {\left[R \bar{S} / \pi^{2}\left(1-X_{\mathbf{H}}^{2}\right)\right] \exp \left\{\left[-R^{2}-\bar{S}^{2}\right.\right.} \\
& \left.+2 X R \bar{S} \cos \left(\Phi+\bar{\Psi}+\xi_{\mathbf{H}}\right)\right] \\
& \left.\times\left(1-X_{\mathbf{H}}^{2}\right)^{-1}\right\} \tag{2.8}
\end{align*}
$$

where

$$
\begin{array}{r}
X_{\mathbf{H}} \cos \xi_{\mathbf{H}}=C_{\mathbf{H}}, \quad X_{\mathbf{H}} \sin \xi_{\mathbf{H}}=-S_{\mathbf{H}} \\
X_{\mathbf{H}}=\left(C_{\mathbf{H}}^{2}+S_{\mathbf{H}}^{2}\right)^{1 / 2}, \quad \tan \xi_{\mathbf{H}}=-S_{\mathbf{H}} / C_{\mathbf{H}} \\
C_{\mathbf{H}}=\alpha_{\mathbf{H}}^{-1 / 2} \beta_{\mathbf{H}}^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|\left|g_{j \mathbf{H}}\right| \cos \left(\delta_{j \mathbf{H}}+\eta_{j \mathbf{H}}\right) \\
S_{\mathbf{H}}=\alpha_{\mathbf{H}}^{-1 / 2} \beta_{\mathbf{H}}^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|\left|g_{j \mathbf{H}}\right| \sin \left(\delta_{j \mathbf{H}}+\eta_{j \mathbf{H}}\right) . \tag{2.12}
\end{array}
$$

The joint distribution thus obtained can be used for any pair of isomorphous data sets by simply substituting, in each case, the appropriate scattering factors as shown below.

Case 1. Native protein/heavy-atom-derivative data sets (neglecting the effect of anomalous scattering)

When effects of anomalous scattering are not included, we have

$$
\begin{equation*}
S=\bar{S} \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi=-\bar{\Psi} \tag{2.14}
\end{equation*}
$$

Furthermore, if it is assumed that the atomic scattering factors, as functions of $(\sin \theta) / \lambda$, have the same shape for different atoms then $f_{\mathbf{H}}$ and $g_{\mathbf{H}}$ are real and equal to the atomic numbers $Z_{j}$. Using the notation of Hauptman (1982a) we obtain

$$
\begin{align*}
C_{\mathbf{H}} & =X_{\mathbf{H}}=\alpha_{11} / \alpha_{20}^{1 / 2} \alpha_{02}^{1 / 2}=\alpha  \tag{2.15}\\
S_{\mathbf{H}} & =0  \tag{2.16}\\
\xi_{\mathbf{H}} & =0 \tag{2.17}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha_{m n}=\sum_{j=1}^{N}\left|f_{j}\right|^{m}\left|g_{j}\right|^{n} \tag{2.18}
\end{equation*}
$$

and

$$
\begin{align*}
P(R, S ; \Phi, \Psi)= & {\left[R S / \pi^{2}\left(1-\alpha^{2}\right)\right] } \\
& \times \exp \left\{-\left[R^{2}+S^{2}-2 \alpha R S\right.\right. \\
& \left.\times \cos (\Phi-\Psi)] /\left(1-\alpha^{2}\right)\right\} \tag{2.19}
\end{align*}
$$

which corresponds to formula (2.4) of Hauptman (1982a).

Case 2. Friedel-pair data of an anomalously scattering crystal structure

In this case we have, using the notation of Hauptman (1982b),

$$
\begin{align*}
\bar{R} & =\bar{S}  \tag{2.20}\\
\bar{\Phi} & =\bar{\Psi}  \tag{2.21}\\
f_{j \mathbf{H}} & =g_{j \mathbf{H}} \tag{2.22}
\end{align*}
$$

and therefore

$$
\begin{align*}
C_{\mathbf{H}} & =\alpha_{\mathbf{H}}^{-1} \sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|^{2} \cos \left(2 \delta_{j \mathbf{H}}\right)  \tag{2.23}\\
S_{\mathbf{H}} & =\alpha_{\mathbf{H}}^{-1} \sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|^{2} \sin \left(2 \delta_{j \mathbf{H}}\right) \tag{2.24}
\end{align*}
$$

$X_{\mathbf{H}}$ and $\xi_{\mathbf{H}}$ are defined by (2.9)-(2.10), and

$$
\begin{align*}
P(R, \bar{R} ; \Phi, \bar{\Phi})= & {\left[R \bar{R} / \pi^{2}\left(1-X_{\mathbf{H}}^{2}\right)\right] } \\
& \times \exp \left\{\left[-R^{2}-\bar{R}^{2}+2 X R \bar{R}\right.\right. \\
& \left.\left.\times \cos \left(\Phi+\bar{\Phi}+\xi_{\mathbf{H}}\right)\right] /\left(1-X_{\mathbf{H}}^{2}\right)\right\} \tag{2.25}
\end{align*}
$$

which corresponds to formula (2.10) of Hauptman (1982b). We also note that Giacovazzo (1983a) has
obtained a distribution which is identical except for notation.

Case 3. Calculated data of a partial structure and observed data of its associated complete structure (neglecting the effect of anomalous scattering)

In the absence of anomalous scattering, we have

$$
\begin{align*}
S & =\bar{S}  \tag{2.26}\\
\Psi & =-\bar{\Psi} \tag{2.27}
\end{align*}
$$

Let $P=$ number of atoms in the partial structure unit cell and $R=$ number of atoms $(N-P)$ in the remainder of the structure. Then

$$
\begin{align*}
C_{\mathbf{H}} & =X_{\mathbf{H}}=\left(\sum_{j=1}^{P}\left|f_{j}\right|^{2}\right)^{1 / 2} /\left(\sum_{j=1}^{N}\left|f_{j}\right|^{2}\right)^{1 / 2}  \tag{2.28}\\
S_{\mathbf{H}} & =0  \tag{2.29}\\
\xi_{\mathbf{H}} & =0 \tag{2.30}
\end{align*}
$$

Using the notation of Beurskens, Prick, Doesburg \& Gould (1979) we have

$$
\begin{align*}
p & =\left(\sum_{j=1}^{P}\left|f_{j}\right|^{2}\right)^{1 / 2} /\left(\sum_{j=1}^{N}\left|f_{j}\right|^{2}\right)^{1 / 2}  \tag{2.31}\\
r & =\left(\sum_{j=1}^{R}\left|f_{j}\right|^{2}\right)^{1 / 2} /\left(\sum_{j=1}^{N}\left|f_{j}\right|^{2}\right)^{1 / 2} \tag{2.32}
\end{align*}
$$

and

$$
\begin{align*}
P(R, S ; \Phi, \Psi)= & {\left[R S / \pi^{2}\left(r^{2}\right)\right] } \\
& \times \exp \left\{\left[-R^{2}-S^{2}+2 p R S\right.\right. \\
& \left.\times \cos (\Phi-\Psi)] / r^{2}\right\} \tag{2.33}
\end{align*}
$$

From (2.33), the conditional distribution of the structure invariant, $\Omega=\Phi-\Psi$, given the magnitudes $R$ and $S$, is easily obtained. The result

$$
\begin{align*}
P(\Omega \mid R S)= & {\left[2 \pi I_{0}\left(2 p R S / r^{2}\right)\right]^{-1} } \\
& \times \exp \left[(2 p R S \cos \Omega) / r^{2}\right] \tag{2.34}
\end{align*}
$$

can then be compared with equation (17) of Beurskens, Prick, Doesburg \& Gould (1979). Related distributions were obtained by Srinivasan \& Parthasarathy (1976) and were also derived for structure factors (Sim, 1959; Srinivasan \& Parthasarathy, 1976) and pseudo-normalized (partial structure)/normalized (complete structure) structure factors (Giacovazzo, 1983b). In each case, it can be shown that the distributions can be obtained from the general distribution (2.8) by proper selection of the scatteringfactor expressions.

## 3. The probabilistic theory of the three-phase structure invariant

For a triplet of reciprocal-lattice vectors, $\mathbf{H}, \mathbf{K}, \mathbf{L}$, satisfying

$$
\begin{equation*}
\mathbf{H}+\mathbf{K}+\mathbf{L}=\mathbf{0} \tag{3.1}
\end{equation*}
$$

we consider the joint probability distribution $P\left(R_{1}, R_{2}, R_{3}, S_{\overline{1}}, S_{\overline{2}}, S_{\overline{3}} ; \Phi_{1}, \Phi_{2}, \Phi_{3}, \Psi_{\overline{1}}, \Psi_{\overline{2}}, \Psi_{\overline{3}}\right)$ of the magnitudes $\left|E_{\mathbf{H}}\right|,\left|E_{\mathbf{K}}\right|,\left|E_{\mathbf{L}}\right|,\left|G_{\overline{\mathbf{H}}}\right|,\left|G_{\overline{\mathbf{K}}}\right|,\left|G_{\overline{\mathbf{L}}}\right|$ and the phases $\varphi_{\mathbf{H}}, \varphi_{\mathbf{K}}, \varphi_{\mathbf{L}}, \psi_{\overline{\mathbf{H}}}, \psi_{\overline{\mathbf{K}}}, \psi_{\overline{\mathbf{L}}}$ of the complex normalized structure factors $E_{\mathbf{H}}, E_{\mathbf{K}}, E_{\mathbf{L}}, G_{\overline{\mathbf{H}}}, G_{\overline{\mathbf{K}}}$, $G_{\mathrm{L}}$. The normalized structure factors follow the definitions given by (2.3) and (2.4) and, in particular, include complex atomic scattering factors. Then by following methods previously described (Hauptman, 1982b), we obtain

$$
\begin{align*}
P= & \frac{R_{1} R_{2} R_{3} S_{\overline{1}} S_{\overline{2}} S_{\overline{3}}}{\pi^{6}\left(1-X_{\mathbf{H}}^{2}\right)\left(1-X_{\mathbf{K}}^{2}\right)\left(1-X_{\mathbf{L}}^{2}\right)} \\
& \times \exp \left(-\frac{R_{1}^{2}+S_{\overline{1}}^{2}}{1-X_{\mathbf{H}}^{2}}-\frac{R_{2}^{2}+S_{\overline{2}}^{2}}{1-X_{\mathbf{K}}^{2}}-\frac{R_{3}^{2}+S_{\overline{3}}^{2}}{1-X_{\mathbf{L}}^{2}}\right) \\
& \times \exp \left[\frac{2 R_{1} S_{\overline{1}} X_{\mathbf{H}}}{1-X_{\mathbf{H}}^{2}} \cos \left(\Phi_{1}+\Psi_{\overline{1}}+\xi_{\mathbf{H}}\right)\right. \\
& +\frac{2 R_{2} S_{\overline{2}} X_{\mathbf{K}}}{1-X_{\mathbf{K}}^{2}} \cos \left(\Phi_{2}+\Psi_{\overline{2}}+\xi_{\mathbf{K}}\right) \\
& \left.+\frac{2 R_{3} S_{\overline{3}} X_{\mathbf{L}}}{1-X_{\mathbf{L}}^{2}} \cos \left(\Phi_{3}+\Psi_{\overline{3}}+\xi_{\mathbf{L}}\right)\right] \\
& \times \exp \left\{\frac{2}{\left(1-X_{\mathbf{H}}^{2}\right)\left(1-X_{\mathbf{K}}^{2}\right)\left(1-X_{\mathbf{L}}^{2}\right)}\right. \\
& \times\left[Z_{0} R_{1} R_{2} R_{3} \cos \left(\Phi_{1}+\Phi_{2}+\Phi_{3}-\zeta_{0}\right)\right. \\
& +Z_{0}^{\prime} S_{\overline{1}} S_{\overline{2}} S_{\overline{3}} \cos \left(\Psi_{\overline{1}}+\Psi_{\overline{2}}+\Psi_{\overline{3}}-\zeta_{0}^{\prime}\right) \\
& +Z_{1} S_{\overline{1}} R_{2} R_{3} \cos \left(-\Psi_{\overline{1}}+\Phi_{2}+\Phi_{3}-\zeta_{1}\right) \\
& +Z_{1}^{\prime} R_{1} S_{\overline{2}} S_{\overline{3}} \cos \left(-\Phi_{1}+\Psi_{\overline{2}}+\Psi_{\overline{3}}-\zeta_{1}^{\prime}\right) \\
& +Z_{2} R_{1} S_{\overline{2}} R_{3} \cos \left(\Phi_{1}-\Psi_{\overline{2}}+\Phi_{3}-\zeta_{2}\right) \\
& +Z_{2}^{\prime} S_{\overline{1}} R_{2} S_{\overline{3}} \cos \left(\Psi_{\overline{1}}-\Phi_{2}+\Psi_{\overline{3}}-\zeta_{2}^{\prime}\right) \\
& +Z_{3} R_{1} R_{2} S_{\overline{3}} \cos \left(\Phi_{1}+\Phi_{2}-\Psi_{\overline{3}}-\zeta_{3}\right) \\
& \left.\left.+Z_{3}^{\prime} S_{\overline{1}} S_{\overline{2}} R_{3} \cos \left(\Psi_{\overline{1}}+\Psi_{\overline{2}}-\Phi_{3}-\zeta_{3}^{\prime}\right)\right]\right\} \tag{3.2}
\end{align*}
$$

The $Z_{j}, \zeta_{j}$ and $Z_{j}^{\prime}, \zeta_{j}^{\prime}, j=0,1,2,3$ are uniquely defined by the equations

$$
\begin{align*}
Z_{0} \exp \left(i \zeta_{0}\right)= & D_{\mathbf{H K L}}-D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}} \\
& -D_{\mathbf{H K L}} D_{\mathbf{L}}+D_{\mathbf{H}^{\prime} \mathbf{K}_{\mathbf{L}}} D_{\mathbf{H}} D_{\mathbf{K}} \\
& -D_{\mathbf{H K}^{\prime} \mathbf{L}} D_{\mathbf{K}}+D_{\mathbf{H}^{\prime} \mathbf{K L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{L}} \\
& -D_{\mathbf{H}^{\prime} \mathbf{K} \mathbf{L}} D_{\mathbf{H}}+D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} D_{\mathbf{K}} D_{\mathbf{L}},  \tag{3.3}\\
Z_{0}^{\prime} \exp \left(i \zeta_{0}^{\prime}\right)= & D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}^{\prime}}-D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}} \\
& -D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}} D_{\mathbf{L}}+D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{K}} \\
& -D_{\mathbf{H}^{\prime} \mathbf{K L}^{\prime}} D_{\mathbf{K}}+D_{\mathbf{H K}^{\prime} \mathbf{L}} D_{\mathbf{H}} D_{\mathbf{L}} \\
& -D_{\mathbf{H K} \mathbf{K}^{\prime}} D_{\mathbf{H}}+D_{\mathbf{H}^{\prime} \mathbf{K L}} D_{\mathbf{K}} D_{\mathbf{L}}, \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
Z_{1} \exp \left(i \zeta_{1}\right)= & -D_{\mathbf{H K L}} D_{\mathbf{H}}+D_{\mathbf{H K}^{\prime}{ }^{\prime}} D_{\mathbf{K}} D_{\mathbf{L}} \\
& +D_{\mathbf{H K L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{L}}-D_{\mathbf{H}^{\prime} \mathbf{L}^{\prime}} D_{\mathbf{K}} \\
& +D_{\mathbf{H K} \mathbf{L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}}-D_{\mathbf{H K L}^{\prime}} D_{\mathbf{L}} \\
& +D_{\mathbf{H K L}^{\prime}}-D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}, \tag{3.5}
\end{align*}
$$

$Z_{1}^{\prime} \exp \left(i \zeta_{1}^{\prime}\right)=-D_{\mathbf{H}^{\prime} \mathbf{K}_{\mathbf{L}}} D_{\mathbf{H}}+D_{\mathbf{H K L}} D_{\mathbf{K}} D_{\mathbf{L}}$

$$
+D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}} D_{\mathbf{H}} D_{\mathbf{L}}-D_{\mathbf{H K L}^{\prime}} D_{\mathbf{K}}
$$

$$
+D_{\mathbf{H}^{\prime} \mathbf{K L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}}-D_{\mathbf{H K}^{\prime} \mathbf{L}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}}-D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}},
$$

$$
Z_{2} \exp \left(i \zeta_{2}\right)=-D_{\mathbf{H K L}} D_{\mathbf{K}}+D_{\mathbf{H K K L}^{\prime}} D_{\mathbf{H}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H K L}} D_{\mathbf{K}} D_{\mathbf{L}}-D_{\mathbf{H}^{\prime} \mathbf{L}} D_{\mathbf{H}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathrm{L}}-D_{\mathbf{H K K}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H}^{\prime} \mathbf{K L}} D_{\mathbf{H}} D_{\mathbf{K}}-D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} D_{\mathbf{L}}
$$

$$
Z_{2}^{\prime} \exp \left(i \zeta_{2}^{\prime}\right)=-D_{\mathbf{H}^{\prime} \mathbf{K}_{\mathbf{L}}} D_{\mathbf{K}}+D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} D_{\mathbf{K}} D_{\mathbf{L}}-D_{\mathbf{H K L}} \cdot D_{\mathbf{H}}
$$

$$
+D_{\mathbf{H K L L}^{\prime}}-D_{\mathbf{H K L} L} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathbf{L}} D_{\mathbf{H}} D_{\mathbf{K}}-D_{\mathbf{H K L}} D_{\mathbf{L}},
$$

$$
Z_{3} \exp \left(i \zeta_{3}\right)=-D_{\mathbf{H K L}} D_{\mathbf{L}}+D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}} D_{\mathbf{H}} D_{\mathbf{K}}
$$

$$
+D_{\mathbf{H K L}^{\prime}}-D_{\mathbf{H}^{\prime} \mathbf{K}_{\mathbf{L}}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathbf{L}} D_{\mathbf{K}} D_{\mathbf{L}}-D_{\mathbf{H}^{\prime} \mathbf{K L}^{\prime}} D_{\mathbf{H}}
$$

$$
+D_{\mathbf{H}^{\prime} \mathbf{K L}} D_{\mathbf{H}} D_{\mathbf{L}}-D_{\mathbf{H K}^{\prime} \mathrm{K}^{\prime}} D_{\mathbf{K}},
$$

$$
Z_{3}^{\prime} \exp \left(i \zeta_{3}^{\prime}\right)=-D_{\mathbf{H}^{\prime} \mathbf{K} \mathbf{L}} D_{\mathbf{L}}+D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{K}}
$$

$$
+D_{\mathbf{H K}^{\prime} \mathrm{L}}-D_{\mathbf{H K L}} D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}
$$

$$
\begin{equation*}
+D_{\mathbf{H}^{\prime} \mathbf{K L}} D_{\mathbf{K}} D_{\mathbf{L}}-D_{\mathbf{H K}^{\prime} \mathrm{L}} D_{\mathbf{H}} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\mathbf{H K L}}= & C_{\mathbf{H K L}}+i S_{\mathbf{H K L}} \\
= & \left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}+\delta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right],  \tag{3.10}\\
D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}}= & C_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}}+i S_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}} \\
= & \left(\beta_{\mathbf{H}} \beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|g_{j \mathbf{H}} g_{j \mathbf{K}} g_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\eta_{j \mathbf{H}}+\eta_{j \mathbf{K}}+\eta_{j \mathbf{L}}\right)\right],  \tag{3.11}\\
D_{\mathbf{H} \mathbf{K L}}= & C_{\mathbf{H} \mathbf{K L}}+i S_{\mathbf{H} \mathbf{K L}} \\
= & \left(\beta_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|g_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(-\eta_{j \mathbf{H}}+\delta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right], \tag{3.12}
\end{align*}
$$

$$
\begin{align*}
& D_{\mathrm{HK}^{\prime} \mathbf{L}^{\prime}}=C_{\mathrm{HK}^{\prime} \mathbf{L}^{\prime}}+i S_{\mathrm{HK}^{\prime} \mathrm{L}^{\prime}} \\
& =\left(\alpha_{\mathbf{H}} \beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{\mathbf{j} \mathbf{H}} g_{j \mathbf{K}} g_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(-\delta_{j \mathbf{H}}+\eta_{j \mathbf{K}}+\eta_{j \mathrm{~L}}\right)\right],  \tag{3.13}\\
& D_{\mathrm{HK}^{\prime} \mathrm{L}}=C_{\mathrm{HK}^{\prime} \mathrm{L}}+i S_{\mathrm{HK}^{\prime} \mathrm{L}} \\
& =\left(\alpha_{\mathbf{H}} \beta_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j_{\mathbf{H}}} g_{j \mathbf{K}} f_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}-\eta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right],  \tag{3.14}\\
& D_{\mathbf{H}^{\prime} K L^{\prime}}=C_{\mathbf{H}^{\prime} \mathbf{K L}^{\prime}}+i S_{\mathbf{H}^{\prime} \mathbf{K L}} \\
& =\left(\beta_{\mathbf{H}} \alpha_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|g_{j \mathbf{H}} f_{j \mathbf{K}} g_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\eta_{j \mathbf{H}}-\delta_{j \mathbf{K}}+\eta_{j L}\right)\right],  \tag{3.15}\\
& D_{\text {HKL }}=C_{\mathbf{H K L}^{\prime}}+i S_{\mathrm{HKL}^{\prime}} \\
& =\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{\mathbf{j} \mathbf{K}} g_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}+\delta_{j \mathbf{K}}-\eta_{j \mathrm{~L}}\right)\right],  \tag{3.16}\\
& D_{\mathbf{H}^{\prime} K_{\mathbf{L}}}=C_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}}+i S_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}} \\
& =\left(\beta_{\mathbf{H}} \beta_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|g_{j \mathbf{H}} g_{j \mathbf{K}} f_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\eta_{j \mathbf{H}}+\eta_{j \mathbf{K}}-\delta_{j L}\right)\right],  \tag{3.17}\\
& D_{\mathbf{H}}=C_{\mathbf{H}}+i S_{\mathbf{H}} \\
& =\left(\alpha_{\mathbf{H}} \beta_{\mathrm{H}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} g_{j \mathbf{H}}\right| \\
& \times \exp \left[i\left(\delta_{\mathbf{j}}+\eta_{j \mathbf{H}}\right)\right] . \tag{3.18}
\end{align*}
$$

$D_{\mathrm{K}}$ and $D_{\mathbf{L}}$ are defined in a similar way.
$X_{\mathbf{H}}$ and $\xi_{\mathbf{H}}$ have already been defined [(2.9) and (2.10)]. $X_{\mathbf{K}}, \xi_{\mathbf{K}}, X_{\mathbf{L}}$ and $\xi_{\mathrm{L}}$ are defined in a similar way.

Case 1. Native protein/heavy-atom-derivative data sets (neglecting the effect of anomalous scattering)
When effects of anomalous scattering are not included, we have

$$
\begin{array}{rrr}
S_{1}=S_{\overline{1}}, & S_{2}=S_{\overline{2}}, & S_{3}=S_{\overline{3}} \\
\Psi_{1}=-\Psi_{\overline{1}}, & \Psi_{2}=-\Psi_{\overline{2}}, & \Psi_{3}=-\Psi_{\overline{3}} . \tag{3.20}
\end{array}
$$

The $f_{j}$ and $g_{j}$ are real and equal to the atomic numbers $Z_{j}$. In the notation of Hauptman (1982a), the $D$ terms, equations (3.10)-(3.20), become

$$
\begin{gather*}
D_{\mathbf{H K L}^{\prime}}=\alpha_{30} / \alpha_{20}^{3 / 2}  \tag{3.21}\\
D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}}=\alpha_{03} / \alpha_{02}^{3 / 2}  \tag{3.22}\\
D_{\mathbf{H}^{\prime} \mathrm{KL}}=D_{\mathbf{H K L}^{\prime} \mathrm{L}}=D_{\mathbf{H K L}^{\prime}}=\alpha_{21} /\left(\alpha_{20} \alpha_{02}^{1 / 2}\right)  \tag{3.23}\\
D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}}=D_{\mathbf{H K K}^{\prime}}=D_{\mathbf{H K ' L}^{\prime}}=\alpha_{12} /\left(\alpha_{20}^{1 / 2} \alpha_{02}\right)  \tag{3.24}\\
D_{\mathbf{H}}=D_{\mathbf{K}}=D_{\mathbf{L}}=\alpha_{11} /\left(\alpha_{20}^{1 / 2} \alpha_{02}^{1 / 2}\right)=\alpha \tag{3.25}
\end{gather*}
$$

and the $Z, \zeta, Z^{\prime}, \zeta^{\prime}$ equations (3.3)-(3.9) become

$$
\begin{align*}
& Z_{0}= \alpha_{20}^{-3 / 2} \alpha_{02}^{-3}\left[\alpha_{30} \alpha_{02}^{3}-3 \alpha_{21} \alpha_{02}^{2} \alpha_{11}\right. \\
&\left.+3 \alpha_{12} \alpha_{02} \alpha_{11}^{2}-\alpha_{03} \alpha_{11}^{3}\right]  \tag{3.26}\\
& Z_{0}^{\prime}= \alpha_{20}^{-3} \alpha_{02}^{-3 / 2}\left[\alpha_{03} \alpha_{20}^{3}-3 \alpha_{12} \alpha_{20}^{2} \alpha_{11}\right. \\
&\left.+3 \alpha_{21} \alpha_{20} \alpha_{11}^{2}-\alpha_{30} \alpha_{11}^{3}\right]  \tag{3.27}\\
& Z_{1}=Z_{2}= Z_{3}= \\
& \alpha_{20}^{-2} \alpha_{02}^{-5 / 2}\left[\left(\alpha_{21} \alpha_{20}-\alpha_{30} \alpha_{11}\right) \alpha_{02}^{2}\right. \\
&-2\left(\alpha_{12} \alpha_{20}-\alpha_{21} \alpha_{11}\right) \alpha_{02} \alpha_{11}  \tag{3.28}\\
&\left.+\left(\alpha_{03} \alpha_{20}-\alpha_{12} \alpha_{11}\right) \alpha_{11}^{2}\right] \\
& Z_{1}^{\prime}=Z_{2}^{\prime}=Z_{3}^{\prime}= \alpha_{20}^{-5 / 2} \alpha_{02}^{-2}\left[\left(\alpha_{12} \alpha_{02}-\alpha_{03} \alpha_{11}\right) \alpha_{20}^{2}\right. \\
&-2\left(\alpha_{21} \alpha_{02}-\alpha_{12} \alpha_{11}\right) \alpha_{20} \alpha_{11}  \tag{3.29}\\
&\left.+\left(\alpha_{30} \alpha_{02}-\alpha_{21} \alpha_{11}\right) \alpha_{11}^{2}\right]  \tag{3.30}\\
& \zeta_{0}=\zeta_{0}^{\prime}= \zeta_{1}= \\
& \zeta_{1}^{\prime}=\zeta_{2}=\zeta_{2}^{\prime}=\zeta_{3}=\zeta_{3}^{\prime}=0 .
\end{align*}
$$

Comparison of equations (3.34)-(3.37) with equations (3.6)-(3.9) of Hauptman (1982a) shows that

$$
\begin{align*}
Z_{0}=\beta_{0}\left(1-\alpha^{2}\right)^{3}  \tag{3.31}\\
Z_{0}^{\prime}=\beta_{3}\left(1-\alpha^{2}\right)^{3}  \tag{3.32}\\
Z_{1}=Z_{2}=Z_{3}=\beta_{1}\left(1-\alpha^{2}\right)^{3}  \tag{3.33}\\
Z_{1}^{\prime}=Z_{2}^{\prime}=Z_{3}^{\prime}=\beta_{2}\left(1-\alpha^{2}\right)^{3} \tag{3.34}
\end{align*}
$$

and, finally, substituting in (3.2) we have

$$
\begin{align*}
P= & \frac{R_{1} R_{2} R_{3} S_{1} S_{2} S_{3}}{\pi^{6}\left(1-\alpha^{2}\right)^{3}} \\
& \times \exp \left\{\left[-1 /\left(1-\alpha^{2}\right)\right]\right. \\
& \times\left(R_{1}^{2}+R_{2}^{2}+R_{3}^{2}+S_{1}^{2}+S_{2}^{2}+S_{3}^{2}\right) \\
& +\left[2 \alpha /\left(1-\alpha^{2}\right)\right]\left[R_{1} S_{1} \cos \left(\Phi_{1}-\Psi_{1}\right)\right. \\
& \left.+R_{2} S_{2} \cos \left(\Phi_{2}-\Psi_{2}\right)+R_{3} S_{3} \cos \left(\Phi_{3}-\Psi_{3}\right)\right] \\
& +2 \beta_{0} R_{1} R_{2} R_{3} \cos \left(\Phi_{1}+\Phi_{2}+\Phi_{3}\right) \\
& +2 \beta_{1}\left[R_{1} R_{2} S_{3} \cos \left(\Phi_{1}+\Phi_{2}+\Psi_{3}\right)\right. \\
& +R_{1} S_{2} R_{3} \cos \left(\Phi_{1}+\Psi_{2}+\Phi_{3}\right) \\
& \left.+S_{1} R_{2} R_{3} \cos \left(\Psi_{1}+\Phi_{2}+\Phi_{3}\right)\right] \\
& +2 \beta_{2}\left[R_{1} S_{2} S_{3} \cos \left(\Phi_{1}+\Psi_{2}+\Psi_{3}\right)\right. \\
& +S_{1} R_{2} S_{3} \cos \left(\Psi_{1}+\Phi_{2}+\Psi_{3}\right) \\
& \left.+S_{1} S_{2} R_{3} \cos \left(\Psi_{1}+\Psi_{2}+\Phi_{3}\right)\right] \\
& \left.+2 \beta_{3} S_{1} S_{2} S_{3} \cos \left(\Psi_{1}+\Psi_{2}+\Psi_{3}\right)\right\} \tag{3.35}
\end{align*}
$$

which is equation (3.4) of Hauptman (1982a).
The distribution presented by Giacovazzo, Cascarano \& Zheng Chao-de (1988) [their equation (3)] is also readily obtained from (3.2). Indeed, the only differences between the two distributions are in the
atomic scattering factors, which are real in the former case and complex in the latter.

Case 2. Friedel-pair data of an anomalously scattering crystal structure
In this case we have, using the notation of Hauptman (1982b),

$$
\begin{array}{lll}
R_{\overline{1}}=S_{\overline{1}}, & R_{\overline{2}}=S_{\overline{2}}, & R_{\overline{3}}=S_{\overline{3}}, \\
\Phi_{\overline{\mathrm{I}}}=\Psi_{\overline{1}}, & \Phi_{\overline{2}}=\Psi_{\overline{2}}, & \Phi_{\overline{3}}=\Psi_{\overline{3}}, \\
f_{j \mathbf{H}}=g_{j \mathbf{H}}, & f_{j \mathbf{K}}=g_{j \mathbf{K}}, & f_{j \mathrm{~L}}=g_{j \mathrm{~L}} . \tag{3.38}
\end{array}
$$

The $D$ terms, equations (3.10)-(3.20), become

$$
\begin{align*}
& D_{\text {HKL }}=D_{\text {H'KL }^{\prime}} \\
& =\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{\mathbf{j} \mathbf{L}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}+\delta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right],  \tag{3.39}\\
& D_{\mathbf{H}^{\prime} \mathrm{KL}}=D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} \\
& =\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} \mathrm{f}_{\mathbf{j} \mathbf{K}} f_{\mathrm{jL}}\right| \\
& \times \exp \left[i\left(-\delta_{j \mathbf{H}}+\delta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right],  \tag{3.40}\\
& D_{\mathbf{H K}^{\prime} \mathrm{L}}=D_{\mathbf{H}^{\prime} \mathbf{K L}} \\
& =\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathrm{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j_{\mathbf{K}}} f_{\mathrm{jL}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}-\delta_{j \mathbf{K}}+\delta_{j \mathbf{L}}\right)\right],  \tag{3.41}\\
& D_{\mathbf{H K L}^{\prime}}=D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime}} \\
& =\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{-1 / 2} \sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| \\
& \times \exp \left[i\left(\delta_{j \mathbf{H}}+\delta_{j \mathbf{K}}-\delta_{j \mathbf{L}}\right)\right],  \tag{3.42}\\
& D_{\mathbf{H}}=\alpha_{\mathbf{H}}^{-1} \sum_{j=1}^{N}\left|f_{j \mathbf{H}}\right|^{2} \exp \left[i\left(2 \delta_{j \mathbf{H}}\right)\right] . \tag{3.43}
\end{align*}
$$

$D_{\mathrm{K}}$ and $D_{\mathrm{L}}$ are defined in a similar way.
The $Z, \zeta, Z^{\prime}, \zeta^{\prime}$ equations (3.3)-(3.9) become

$$
\begin{align*}
Z_{0} \exp \left(i \zeta_{0}\right)= & Z_{0}^{\prime} \exp \left(i \zeta_{0}^{\prime}\right) \\
= & D_{\mathbf{H K L}}\left(1-D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(-D_{\mathbf{L}}+D_{\mathbf{H}} D_{\mathbf{K}}\right) \\
& +D_{\mathbf{H K}}\left(-D_{\mathbf{K}}+D_{\mathbf{H}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(-D_{\mathbf{H}}+D_{\mathbf{K}} D_{\mathbf{L}}\right)  \tag{3.44}\\
Z_{1} \exp \left(i \zeta_{1}\right)= & Z_{1}^{\prime} \exp \left(i \zeta_{1}^{\prime}\right) \\
= & D_{\mathbf{H K L}}\left(-D_{\mathbf{H}}+D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(-D_{\mathbf{K}}+D_{\mathbf{H}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K}}\left(-D_{\mathbf{L}}+D_{\mathbf{H}} D_{\mathbf{K}}\right) \\
& +D_{\mathbf{H K L}}\left(1-D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}\right), \tag{3.45}
\end{align*}
$$

$$
\begin{align*}
Z_{2} \exp \left(i \zeta_{2}\right)= & Z_{2}^{\prime} \exp \left(i \zeta_{2}^{\prime}\right) \\
= & D_{\mathbf{H K L}}\left(-D_{\mathbf{K}}+D_{\mathbf{H}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(-D_{\mathbf{H}}+D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K}}\left(1-D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(D_{\mathbf{L}}-D_{\mathbf{H}} D_{\mathbf{K}}\right),  \tag{3.46}\\
Z_{3} \exp \left(i \zeta_{3}\right)= & Z_{3}^{\prime} \exp \left(i \zeta_{3}^{\prime}\right) \\
= & D_{\mathbf{H K L}}\left(-D_{\mathbf{L}}+D_{\mathbf{H}} D_{\mathbf{K}}\right) \\
& +D_{\mathbf{H K L}}\left(1-D_{\mathbf{H}} D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K} \mathbf{K}^{\prime}}\left(D_{\mathbf{H}}-D_{\mathbf{K}} D_{\mathbf{L}}\right) \\
& +D_{\mathbf{H K L}}\left(D_{\mathbf{K}}-D_{\mathbf{H}} D_{\mathbf{L}}\right) . \tag{3.47}
\end{align*}
$$

Finally, substituting in the general equation (3.2) we obtain

$$
\begin{align*}
P= & \frac{R_{1} R_{2} R_{3} R_{\overline{1}} R_{\overline{2}} R_{\overline{3}}}{\pi^{6}\left(1-X_{\mathbf{H}}^{2}\right)\left(1-X_{\mathbf{K}}^{2}\right)\left(1-X_{\mathrm{L}}^{2}\right)} \\
& \times \exp \left(-\frac{R_{1}^{2}+R_{\overline{1}}^{2}}{1-X_{\mathbf{H}}^{2}}-\frac{R_{2}^{2}+R_{\overline{2}}^{2}}{1-X_{\mathrm{K}}^{2}}-\frac{R_{3}^{2}+R_{\overline{3}}^{2}}{1-X_{\mathbf{L}}^{2}}\right) \\
& \times \exp \left\{\left[2 R_{1} R_{\overline{1}} X_{\mathbf{H}} /\left(1-X_{\mathbf{H}}^{2}\right)\right] \cos \left(\Phi_{1}+\Phi_{\overline{1}}+\xi_{\mathbf{H}}\right)\right. \\
& +\left[2 R_{2} R_{\overline{2}} X_{\mathbf{K}} /\left(1-X_{\mathbf{K}}^{2}\right)\right] \cos \left(\Phi_{2}+\Phi_{\overline{2}}+\xi_{\mathrm{K}}\right) \\
& \left.+\left[2 R_{3} R_{\overline{3}} X_{\mathbf{L}} /\left(1-X_{\mathbf{L}}^{2}\right)\right] \cos \left(\Phi_{3}+\Phi_{\overline{3}}+\xi_{\mathrm{L}}\right)\right\} \\
& \times \exp \left\{2\left[\left(1-X_{\mathbf{H}}^{2}\right)\left(1-X_{\mathbf{K}}^{2}\right)\left(1-X_{\mathbf{L}}^{2}\right)\right]^{-1}\right. \\
& \times Z_{0}\left[R_{1} R_{2} R_{3} \cos \left(\Phi_{1}+\Phi_{2}+\Phi_{3}-\zeta_{0}\right)\right. \\
& \left.+R_{\overline{1}} R_{\overline{2}} R_{\overline{3}} \cos \left(\Phi_{\overline{1}}+\Phi_{\overline{2}}+\Phi_{\overline{3}}-\zeta_{0}\right)\right] \\
& +Z_{1}\left[R_{\overline{1}} R_{2} R_{3} \cos \left(-\Phi_{\overline{1}}+\Phi_{2}+\Phi_{3}-\zeta_{1}\right)\right. \\
& \left.+R_{1} R_{\overline{2}} R_{\overline{3}} \cos \left(-\Phi_{1}+\Phi_{\overline{2}}+\Phi_{\overline{3}}-\zeta_{1}\right)\right] \\
& +Z_{2}\left[R_{1} R_{\overline{2}} R_{3} \cos \left(\Phi_{1}-\Phi_{\overline{2}}+\Phi_{3}-\zeta_{2}\right)\right. \\
& \left.+R_{\overline{1}} R_{2} R_{\overline{3}} \cos \left(\Phi_{\overline{1}}-\Phi_{2}+\Phi_{\overline{3}}-\zeta_{2}\right)\right] \\
& +Z_{3}\left[R_{1} R_{2} R_{\overline{3}} \cos \left(\Phi_{1}+\Phi_{2}-\Phi_{\overline{3}}-\zeta_{3}\right)\right. \\
& \left.\left.+R_{\overline{1}} R_{\overline{2}} R_{3} \cos \left(\Phi_{\overline{1}}+\Phi_{\overline{2}}-\Phi_{3}-\zeta_{3}\right)\right]\right\} . \tag{3.48}
\end{align*}
$$

The distribution corresponds to equation (1.4) of Hauptman (1982b). Giacovazzo (1983a) has obtained a distribution which is identical except for notation.

Case 3. Calculated data of a partial structure and observed data of its associated complete structure (neglecting the effect of anomalous scattering)

The three-phase invariant joint probability distribution was presented by Giacovazzo (1983b). The formula was derived using normalized structure factors for the complete structure, and pseudo-normalized structure factors for the partial structure. The
pseudo-normalized structure factors are defined by

$$
\begin{align*}
& E_{p, \mathbf{h}}=F_{p, \mathbf{h}}\left[\left|F_{p, \mathbf{h}}\right|^{2}+\sum_{q}(\mathbf{h})\right]^{-1 / 2}  \tag{3.49}\\
& E_{q, \mathbf{h}}=F_{q, \mathbf{h}}\left[\left|F_{p, \mathbf{h}}\right|^{2}+\sum_{q}(\mathbf{h})\right]^{-1 / 2} \tag{3.50}
\end{align*}
$$

where $p=$ number of atoms in the partial structure unit cell and

$$
\begin{align*}
q & =N-p  \tag{3.51}\\
\sum_{q}(\mathbf{h})= & \sum_{j=p+1}^{N}\left|f_{j}\right|^{2}(\mathbf{h}) \tag{3.52}
\end{align*}
$$

When effects of anomalous scattering are not included, then the $D$ terms, equations (3.10)-(3.18), become

$$
\begin{align*}
D_{\mathbf{H K L}} & =\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{\mathbf{L}}\right| /\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}  \tag{3.53}\\
D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}^{\prime}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\beta_{\mathbf{H}} \beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2}  \tag{3.54}\\
D_{\mathbf{H}^{\prime} \mathbf{K L}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\beta_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}  \tag{3.55}\\
D_{\mathbf{H K}^{\prime} \mathbf{L}^{\prime}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\alpha_{\mathbf{H}} \beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2}  \tag{3.56}\\
D_{\mathbf{H K}^{\prime} \mathbf{L}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\alpha_{\mathbf{H}} \beta_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}  \tag{3.57}\\
D_{\mathbf{H}^{\prime} \mathbf{K L}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\beta_{\mathbf{H}} \alpha_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2}  \tag{3.58}\\
D_{\mathbf{H K L}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2}  \tag{3.59}\\
D_{\mathbf{H}^{\prime} \mathbf{K}^{\prime} \mathbf{L}} & =\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right| /\left(\beta_{\mathbf{H}} \beta_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}  \tag{3.60}\\
D_{\mathbf{H}} & =X_{\mathbf{H}}=\beta_{\mathbf{H}}^{1 / 2} / \alpha_{\mathbf{H}}^{1 / 2} \tag{3.61}
\end{align*}
$$

Similar expressions are found for $D_{\mathbf{K}}$ and $D_{\mathbf{L}}$.
The $\alpha$ 's and $\beta$ 's are defined by (2.6)-(2.7). Note that in this case $\beta_{\mathbf{H}}$, for example, is simply

$$
\begin{equation*}
\sum_{j=1}^{p}\left|f_{j \mathbf{H}}\right|^{2} \tag{3.62}
\end{equation*}
$$

The $Z, \zeta, Z^{\prime}, \zeta^{\prime}$ equations (3.3)-(3.9) become

$$
\begin{align*}
Z_{0}= & \frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}},  \tag{3.63}\\
Z_{0}^{\prime} \simeq & -\frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{\mathbf{j K}} f_{\mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{\mathbf{H} \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \\
& \times\left(\beta_{\mathbf{H}} \beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2} /\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}, \tag{3.64}
\end{align*}
$$

$$
\begin{align*}
Z_{1}= & -\frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \beta_{\mathbf{H}}^{1 / 2} / \alpha_{\mathbf{H}}^{1 / 2},  \tag{3.65}\\
Z_{1}^{\prime}= & \frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \\
& \times\left(\beta_{\mathbf{K}} \beta_{\mathbf{L}}\right)^{1 / 2} /\left(\alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2},  \tag{3.66}\\
Z_{2}= & \frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \beta_{\mathbf{K}}^{1 / 2} / \alpha_{\mathbf{K}}^{1 / 2},  \tag{3.67}\\
Z_{2}^{\prime}= & \frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \\
& \times\left(\beta_{\mathbf{H}} \beta_{\mathbf{L}}\right)^{1 / 2} /\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{L}}\right)^{1 / 2},  \tag{3.68}\\
Z_{3}= & -\frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \beta_{\mathbf{L}}^{1 / 2} / \alpha_{\mathbf{L}}^{1 / 2},  \tag{3.69}\\
Z_{3}^{\prime}= & \frac{\sum_{j=1}^{N}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|-\sum_{j=1}^{p}\left|f_{j \mathbf{H}} f_{j \mathbf{K}} f_{j \mathbf{L}}\right|}{\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}} \alpha_{\mathbf{L}}\right)^{1 / 2}} \\
& \times\left(\beta_{\mathbf{H}} \beta_{\mathbf{K}}\right)^{1 / 2} /\left(\alpha_{\mathbf{H}} \alpha_{\mathbf{K}}\right)^{1 / 2},  \tag{3.70}\\
\zeta_{0}= & \zeta_{0}^{\prime}=\zeta_{1}=\zeta_{1}^{\prime}=\zeta_{2}=\zeta_{2}^{\prime}=\zeta_{3}=\zeta_{3}^{\prime}=0 . \tag{3.71}
\end{align*}
$$

It should be noted that in the case of $Z_{0}^{\prime}$ the expression on the right-hand side is an approximation only. Its validity [see Fortier, Weeks \& Hauptman (1984a) and Giacovazzo, Cascarano \& Zheng Chao-de (1988)] depends upon: $(a)$ the total number of atoms in the complete structure unit cell; $(b)$ the difference between the number of atoms in the partial and complete structures; and (c) the dependence of the scattering factors on the Bragg angle. The approximation is used here for the sake of comparison with the distribution presented by Giacovazzo (1983b). In order to compare (3.2) with the results of Giacovazzo (1983b) we also introduce pseudo-normalized structure factors for the partial structure,

$$
\begin{equation*}
\frac{R_{p 1}}{\beta_{\mathbf{H}}^{1 / 2} / \alpha_{\mathbf{H}}^{1 / 2}}=S_{\overline{1}}, \quad \frac{R_{p 2}}{\beta_{\mathbf{K}}^{1 / 2} / \alpha_{\mathbf{K}}^{1 / 2}}=S_{\overline{2}}, \quad \frac{R_{p 3}}{\beta_{\mathbf{L}}^{1 / 2} / \alpha_{\mathbf{L}}^{1 / 2}}=S_{\overline{3}} \tag{3.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{p 1}=-\bar{\Psi}_{1}, \quad \Phi_{p 2}=-\bar{\Psi}_{2}, \quad \Phi_{p 3}=-\bar{\Psi}_{3} \tag{3.73}
\end{equation*}
$$

and finally, as in Giacovazzo's approach, we use $\left|F_{p, \mathbf{H}}\right|^{2}$ rather than the average value $\sum_{j=1}^{p} f_{j \mathbf{H}}^{2}$ and, similarly, $\quad\left[\left|F_{p, \mathbf{H}}\right|^{2}+\sum_{q}(\mathbf{h})\right]$ rather than $\sum_{j=1}^{N} f_{j \mathbf{H}}^{2}$.

Equation (3.2) then becomes

$$
\begin{align*}
P \simeq & \frac{R_{1} R_{2} R_{3} R_{1 p} R_{2 p} R_{3 p}}{\pi^{6} b_{1} b_{2} b_{3}} \\
& \times \exp \left(-\frac{R_{1}^{2}+R_{1 p}^{2}}{b_{1}}-\frac{R_{2}^{2}+R_{2 p}^{2}}{b_{2}}-\frac{R_{3}^{2}+R_{3 p}^{2}}{b_{3}}\right) \\
& \times \exp \left[\left(2 R_{1} R_{1 p} / b_{1}\right) \cos \left(\Phi_{1}-\Phi_{1 p}\right)\right. \\
& +\left(2 R_{2} R_{2 p} / b_{2}\right) \cos \left(\Phi_{2}-\Phi_{2 p}\right) \\
& \left.+\left(2 R_{3} R_{3 p} / b_{3}\right) \cos \left(\Phi_{3}-\Phi_{3 p}\right)\right] \\
& \times \exp \left\{( 2 c / b _ { 1 } b _ { 2 } b _ { 3 } ) \left[R_{1} R_{2} R_{3} \cos \left(\Phi_{1}+\Phi_{2}+\Phi_{3}\right)\right.\right. \\
& -R_{1 p} R_{2 p} R_{3 p} \cos \left(\Phi_{1 p}+\Phi_{2 p}+\Phi_{3 p}\right) \\
& -R_{1 p} R_{2} R_{3} \cos \left(\Phi_{1 p}+\Phi_{2}+\Phi_{3}\right) \\
& +R_{1} R_{2 p} R_{3 p} \cos \left(\Phi_{1}+\Phi_{2 p}+\Phi_{3 p}\right) \\
& -R_{1} R_{2 p} R_{3} \cos \left(\Phi_{1}+\Phi_{2 p}+\Phi_{3}\right) \\
& +R_{1 p} R_{2} R_{3 p} \cos \left(\Phi_{1 p}+\Phi_{2}+\Phi_{3 p}\right) \\
& -R_{1} R_{2} R_{3 p} \cos \left(\Phi_{1}+\Phi_{2}+\Phi_{3 p}\right) \\
& \left.\left.+R_{1 p} R_{2 p} R_{3} \cos \left(\Phi_{1 p}+\Phi_{2 p}+\Phi_{3}\right)\right]\right\} . \tag{3.74}
\end{align*}
$$

Equation (19) of Giacovazzo (1983b) is readily obtained from this joint distribution. The definition of the parameters $c$ and $b_{i}, i=1,2,3$, can be found in the Symbols and Abbreviations section of Giacovazzo (1983b).

## 4. Concluding remarks

By characterizing isomorphism in reciprocal space, it becomes clear that SIR (single isomorphous replacement), SAS (single-wavelength anomalous scattering) and partial/complete structure data sets all belong to a more general class, that of isomorphous data sets. We can thus obtain general formulae that are applicable to any of these cases and, indeed, general joint probability distributions are presented here for two and three-phase structure invariants. The similarities among the three cases have been recognized before. For example, Srinivasan \& Parthasarathy (1976) clearly stated that the distributions they obtained for a 'pair of crystal structures' could be used for either SIR or partial/complete structure data. Karle (1984, 1985), recognizing the similarity in the mathematical and physical properties of isomorphous-replacement and anomalous-scattering diffraction data, presented formulae that can be used with several sets of isomorphous data, several sets of anomalous-scattering data or a combination of both. Fan Hai-fu, Han Fu-son, Qian Jin-zi \& Yao Jia-xing (1984) also presented formulae to treat in a unified manner the problem of phase ambiguities in the SIR and SAS techniques.

Clearly, there are important differences between the SIR, SAS and partial/complete structure cases.

Because of these differences, the conditional probability distributions which will be of most use may vary from one case to the other. Similarly, the phasing procedures which will be most effective may vary from one case to the other.
In this paper we have focused on the similarities among these cases, for the following reasons. In a direct-methods probabilistic approach, the derivation of a joint probability distribution is often a lengthy initial task. As shown here, this analysis need only be done once, if it is formulated in a general way. It is also an easy task to translate a distribution derived for a specific case into more general terms. Consequently, much of the already available theoretical foundation for either SIR, SAS or partial/complete structure data may be reformulated so that it can be used in any example of isomorphous data sets. For example, the joint probability distribution of a triplet of isomorphous data sets (Fortier, Weeks \& Hauptman, 1984b) can be translated easily into any case of interest, such as the case of a native protein and a single heavy-atom derivative for which Friedel-pair data are available. Thus, as in the algebraic approach presented by Karle (1984, 1985), general formulae can be used on a large variety of combinations of the various cases. Finally, while there is still little experience in the use of direct methods in macromolecular structure determination, much valuable experience, both practical and theoretical, has been gained in the use of direct methods for ab initio phasing of isomorphous data sets in small molecules. In particular, much can be learned from the vast
amount of expertise that has been gained in the applications of direct methods to the problem of partial structure expansion in the DIRDIF system (Beurskens et al., 1981).
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#### Abstract

$R$ factors in fiber diffraction are generally lower than in conventional crystallography, because of the cylindrical averaging of fiber diffraction data. The probability distributions for fiber diffraction intensities, analogous to Wilson's distributions for crystal diffraction intensities, are derived, and from these the largest likely values of $R$ are estimated. These values depend on the size and symmetry of the diffracting particle and on the resolution of the analysis, and range from 0.586 for systems for very high symmetry (as in crystal
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diffraction) to much lower values for systems of low symmetry.

## Introduction

The $R$ factor, $R=\sum \| F_{\text {obs }}\left|-\left|F_{\text {calc }}\right| / / \sum\right| F_{\text {obs }} \mid$, has been used for many years as an index of the quality of crystallographic structure determinations. It is also widely quoted in descriptions of structures determined by refinement of models against fiber diffraction data, although in fiber diffraction $|F|$ must be replaced by $I^{1 / 2}$. (In fiber diffraction, $|F|$ is not gen-
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